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Abstract

Despite being reliable and well-established, convex optimization models, once built, do not adapt to the changing real-world conditions or fast evolving data streams. Such rigidity may lead to higher costs and even unsafe scenarios, rendering traditional model-based approaches inadequate for modern distributed control systems (DCSs). Recently, learning-based techniques have achieved remarkable success in operating systems with unknown dynamics; nevertheless, it is difficult to include safety and assurance during the online process. We propose a novel zeroth-order implicit reinforcement learning framework for adaptive decision making in DCSs. We solve the sequential decision making problem with a policy class based on convex optimization. The reinforcement learning (RL) agent aims to adapt the parameters within the optimization model iteratively to the dynamically changing conditions. This approach enables us to include general constraints within the RL framework. We also improve the convergence of the proposed zeroth-order method by introducing a guidance mechanism. Our theoretical analysis of the non-asymptotic global convergence rate reveals the benefits of the guidance factor. The effectiveness of our proposed method is validated on two real-world applications, including a recent RL competition, showing a significant improvement over existing algorithms.

1 Introduction

Sequential decision making problems appear in numerous domains, such as energy, supply chain management, finance, health, and robotics to name a few. The major challenge in these applications is to make decisions under uncertainty (that may arise in the forms of uncertain demands of electricity, goods, changing prices, and unstable weather), which may be attributed to various factors such as dynamic environments and human interventions. A large class of problems involve distributed control systems, where the objective is to control multiple systems to achieve a desired objective while satisfying domain-specific constraints (Zhou et al., 2020; Wilson et al., 2020).

Reinforcement learning is promising for DCSs for two key reasons. First, it allows the agent to act without the need of a predefined model—a feature of particular interests for large-scale, complex systems, where it is not cost-effective to develop such a model and information sharing is fundamentally limited. Also, by continuously adapting the agent to the environment, RL can systematically account for dynamic uncertainty and environmental drift. Notably, RL agents are rarely deployed in a standalone manner but as part of a larger pipeline with infrastructures and humans in the loop. Thus, it is imperative for RL agents to make real-time decisions that respect constraints on their physical and social ramifications. Recently, Dulac-Arnold et al. (2021) identified a set of challenges for real-world RL (all pertinent to DCSs). We are poised to address seven out of the nine challenges in the present study (as evidenced in the success of our method in a recent RL competition, detailed in Section 3), including: 1) the ability to learn on live systems from limited samples; 2) learning and acting in high-dimensional state and action spaces; 3) reasoning about system constraints that should never or rarely be violated; 4) interacting with systems that are partially observable, which can alternatively be viewed as systems that are stochastic; 5) learning from multiple objectives; 6) the ability to provide actions quickly; and 7) providing system operators with explainable policies.

*Works completed during the summer internship in Dr. Ming Jin’s group as undergraduate researchers.
To address the above challenges, we propose a paradigm shift from traditional representations of policies (e.g., linear functions, neural networks, nonparametric functions) to a new class of policies that combines the synergistic strength of optimization with RL. Indeed, optimization (especially convex optimization) has become the de facto standard in industrial systems with profound theoretical foundations and many well-established formulations for control and planning applications (Boyd et al., 2004). Such approaches can easily encode physical and even social constraints (in the form of nonlinear functions, variational inequalities, or fixed point equations), and can gracefully handle problems with millions of decision variables. Although considered as being reliable and well established, optimization models, once built, cannot adapt to the changing real-world conditions—or rather, current approaches are “rigid.”

The crux of our idea is to adapt the optimization models (including parameters in both the objective function and constraints) with RL. In particular, we propose the zeroth-order implicit RL (ZO-iRL), which consists of a convex optimization layer within the RL agent (see Fig. 1 for the basic architecture). Such a method is implicit because the policy actions are implicitly defined with respect to the parameters of the optimization model, the update of which also implicitly depends on the rewards. Zeroth-order optimization algorithm is easy to implement in general, but may potentially suffer from scalability/convergence issues. Nonetheless, we note that in most DCS applications, the parameters of the corresponding optimization model have clear interpretations. Thus, we design a mechanism to use proper guidance on the search of optimal parameters. Under some mild conditions, we show a non-asymptotic convergence rate that reveals the effects of such guidance factors. We further validate the proposed ZO-iRL method in two real-world applications.

Our contributions are as follows:

1. We introduce a novel implicit RL approach for adaptive and assured decision making in DCSs.
2. We propose a guidance mechanism to improve the convergence of the zeroth-order search and analyze the non-asymptotic convergence rate.
3. We validate our approach on two real-world problems, including one recent RL competition.

The rest of the paper is organized as follows. Section 2 covers related work by various research communities on sequential decision making for DCSs. Section 3 presents the research methodology, including problem formulation, algorithm design, and convergence analysis. We validate the proposed algorithm on two real-world applications in Section 4. The paper ends with concluding remarks and discussions of future directions.

2 Related work

Optimal control and stochastic optimal control are well-known approaches to sequential decision makings in DCSs (Nozhati et al., 2020; Khattar, 2021). Convex optimization is another avenue (Agrawal et al., 2020). Most of the existing works assume a known dynamic model of the system, which makes them less applicable in many scenarios. Stochastic programming models have been designed to principally perform sequential decision making under uncertainty. Various large-scale stochastic program models have been proposed in the literature to handle future uncertainty (Carpentier et al., 2014; Jin et al., 2011; Lium et al., 2009). The major drawback is that they can potentially become computationally expensive due to the rapid expansion of scenario trees in multi-stage stochastic programming. Our method is computationally lightweight due to the deterministic approximation of future uncertainty within a convex optimization policy class.

Recently, RL-based methods have gained popularity for controlling systems with unknown dynamics and/or high-dimensional state and action spaces (Ebert et al., 2018; Gu et al., 2017). However, unlike control-theoretic approaches, these methods generally lack the necessary mathematical framework to provide guarantees on correctness, such as safety and constraint satisfaction, causing concerns about trustworthiness (Amodei et al., 2016; Stoica et al., 2017). Some recent attempts to overcome these drawbacks can be categorized into constrained RL (Choi et al., 2020; Ammanabrolu and Hausknecht, 2020; Stooke et al., 2020) and robust control approaches (Jin, 2021).
and Lavaei, 2020; Yin et al., 2021; Gu et al., 2021), Lyapunov-based methods (Berkenkamp et al., 2017; Chow et al., 2018; Perkins and Barto, 2002), Hamilton-Jacobi reachability methods (Gillula and Tomlin, 2012; Fisac et al., 2018), control-barrier functions (Ames et al., 2016; Cheng et al., 2019; Dean et al., 2020; Qin et al., 2021), and robust MPC (Hewing et al., 2020). Lately, game-theoretic approaches have emerged to coordinate multiple systems in DCSs (Zhang et al., 2021). Our method is a step forward in the area of Constrained RL. The prime advantage of our method is that it is adaptive to any applications due to the simplicity and ubiquity of convex optimization control policies. Donti et al. (2021) also introduces an optimization layer based on Lyapunov guarantees for safety. However, their method requires model information and is first-order. Our method is model-free and zeroth-order (under guidance).

The present work is closely related to (Agrawal et al., 2020; Ghadimi et al., 2020), which share the line of thinking that uses convex optimization as a policy class to handle uncertainty. In (Agrawal et al., 2020), convex optimization control policies are learned by tuning the parameters within the convex optimization layer. We extend their method to systems with unknown dynamics by incorporating a lookahead model (predictions) in our formulation. The parametric cost function approximation (PCFA) framework in (Ghadimi et al., 2020) is limited to linear or affine PCFs. We extend their method to parametric convex cost functions approximations inspired by many attractive properties of convex optimization models (Agrawal et al., 2020).

3 Methodology

3.1 Problem formulation

Consider a sequential decision making problem in a DCS with $N$ subsystems, each controlled by an agent. Furthermore, we allow couplings among different subsystems within the DCS, so that the evolution of one subsystem may affect the states of the others. The goal is to learn an optimal policy for each agent that minimizes the overall cost over a period of evaluation.

Formally, we aim to find a set of optimal policies $\Pi = \{\pi_1, \pi_2, ..., \pi_N\}$ for each agent in the DCS that minimizes an objective function defined over a finite time horizon $T$:

$$\min_{\Pi = \{\pi_1, ..., \pi_N\}} \mathbb{E}\left[\sum_{t=0}^{T} \sum_{i=1}^{N} C_{t,i}(x_t^i, \pi_i(x_t^i), \{x_l^i\}_{l \in L(i)}) \right],$$

where $x_t^i \in \mathbb{R}^{n_i}$ is the state of the $i$-th subsystem at time $t$; $\pi_i: \mathbb{R}^{n_i} \rightarrow \mathbb{R}^{m_i}$ is the policy of agent $i$; and $\Pi_i$ is the policy of agent $i$.

so $\pi_i(x_t^i)$ is the action taken at time $t$. Let $x_{t+1} = f_{M_i}(x_t^i, \pi_i(x_t^i), W_{t+1})$ be the state transition function for the $i$-th subsystem, which is unknown to us. We use the random variable $W$ to capture the randomness from all possible sources, the realization of which for subsystem $i$ at time $t + 1$ is represented by $W_{t+1}$. Note that the expectation is taken over the initial states and the random variable $W$ (which may affect the state transitions). Denote the cost function as $C_{t,i}: \mathbb{R}^{n_i+m_i} \rightarrow \mathbb{R}$, so $C_{t,i}(x_t^i, \pi_i(x_t^i), \{x_l^i\}_{l \in L(i)})$ represents the cost incurred at time $t$ for subsystem $i$ under policy $\pi_i$, where $\{x_l^i\}_{l \in L(i)}$ represents the collection of states of the set of subsystems $L(i)$ coupled with subsystem $i$.

Problem (1) is not possible to address in practice because of the unknown underlying dynamics and randomness involved. To solve for the optimal policies in (1), we employ a lookahead model formulation (Powell and Meisel, 2015) to account for the impact of present decision on the future outcomes. Thereby, the optimal policy at time $t$ can be computed as

$$\pi^*_i(x_t^i) = \arg\min_{\pi_i} C_{t,i}(x_t^i, \pi_i(x_t^i), \{x_l^i\}_{l \in L(i)}) + \mathbb{E}\left[\sum_{t'=t+1}^{T} C_{t',i}(x_{t'}^i, \pi_i(x_{t'}^i)) \right].$$

(2)

The formulation in (2) can also be seen as a Bellman equation. The main challenge in solving (2) is that the observed costs usually contain noise and are random in nature (true for many real-world applications). Costs of agent $i$ are also dependent on the the actions of the others.

3.2 Zeroth-order implicit RL framework

To solve (2), we construct a surrogate convex cost function $\tilde{C}_{t,i}$, which is parametrized by some parameters $\zeta^i = \{\zeta_1^i, ..., \zeta_L^i\}$. This allows us to write (2) as:

$$\pi^*_i(x_t^i|\zeta^i) = \arg\min_{\pi_i} \left(\tilde{C}_{t,i}(x_t^i, \pi_i(x_t^i)|\zeta^i) + \sum_{t'=t+1}^{T} \tilde{C}_{t',i}(x_{t'}^i, \pi_i(x_{t'}^i)|\zeta^i)\right)$$

(3)

where $\tilde{x}_{t'}^i$ are the predicted future states, $\zeta^i \in \mathbb{R}^{d_i}$ is a $d_i$-dimensional parameter vector associated with the $i$-th subsystem, and it considers a decentralized setting where the agent can only access its own state (but not others). Construction of such a surrogate convex cost function should be such that desired behavior is encouraged. This is closely related to the
reward design problem in RL (Prakash et al. 2020). Formulation (3) is a convex optimization problem that can be solved, provided that the estimates of the future states are reliable. The optimized policy obtained from (3) can be directly applied to the environment. The overall goal of (1) can now be restated as: find the best possible parameters for $\pi^i$, such that optimal policy being deployed in environment achieves minimum cost. This motivates the ZO-IRL method, where the RL-agent finds the best possible parameters for the surrogate convex cost function $\tilde{C}_{t,i}$. The policy that is being deployed in the environment will be computed after solving the implicit convex optimization problem. The ZO-IRL framework can be formulated (and understood) as a bilevel optimization problem:

$$\zeta^i = \arg\min_{\zeta^i} E \left[ \sum_{t=0}^{T} C_{t,i}(x_t^i, \pi^i_t(x_t^i), \{x_t^i\}_{t\in T(i)} | \zeta^i) \right]$$

(4)

where the policy $\pi^i_t(x_t^i | \zeta^i)$ is obtained after solving an implicit convex optimization problem for the $i$-th subsystem with a fixed instantiation of parameters $\zeta^i$:

$$\pi^i_t(x_t^i | \zeta^i) = \arg\min_{\pi^i_t} \tilde{C}_{t,i}(x_t^i, \pi_t(x_t^i) | \zeta^i)$$

$$+ \sum_{t'=t+1}^{T} \tilde{C}_{t,i}(\tilde{x}_{t'}, \pi_t(\tilde{x}_{t'}) | \zeta^i)$$

subject to $g_j(x_t^i, \pi_t(x_t^i)) \leq 0$ ; $j \in I$

$h_j(\pi_t(x_t^i)) = 0$ ; $j \in E$,

where $g_j : \mathbb{R}^{m_j+n_i} \rightarrow \mathbb{R}$ for all $j \in I$ are convex in $\pi_t(x_t^i)$ and $h_j : \mathbb{R}^{m_j} \rightarrow \mathbb{R}$ for all $j \in E$ are affine in $\pi_t(x_t^i)$.

This bilevel optimization framework consists of an outer optimization layer (4) and an implicit convex optimization layer (5). The RL agent (outer layer) is represented using (4) with the aim to learn the parameters $\zeta^i$ that minimize the observed costs $C_{t,i}$ in the environment. The observed costs $C_{t,i}$ are dependent on the optimal policy computed by the implicit convex optimization layer.

### 3.3 Guided random search

This section presents the method for the RL agent to learn the optimal parameters within the convex optimization layer, namely, to solve the outer layer optimization problem. The parameters of an optimization model often carry clear physical meanings—in practice, they are typically set by experts based on experience or system specifications. Thus, we propose a guidance mechanism that enables the search algorithm to leverage such domain knowledge for faster and robust convergence. This zeroth-order method, given in Algorithm 1, is partly inspired by the “method of generations” (see Zhigljavsky 2012).

In a nutshell, at each iteration, the algorithm randomly samples a set of candidates for exploration. The sampling distribution is determined by the noisy costs observed for the previous candidates. In particular, for agent $i$ at time $t$, we observe a noisy cost sample $j$:

$$C_t(\zeta^i_j) = f_{\text{true}}(\zeta^i_j) + w_k(\zeta^i_j)$$

(10)

where $f_{\text{true}}$ is the underlying true cost function that we cannot observe (corresponding to the objective in (1)) and $w_k(\zeta^i_j)$ is the random noise at iteration $k$. The visualisation of the Algorithm is given in the Fig. 2.

---

**Algorithm 1 ZO-IRL Algorithm**

**Input:** $N_c$, $\sigma$, $\rho$, $P_1 = N(0, \sigma^2)$, $k = 1$

**Output:** $\zeta^*$

1. **for** $k=1,2, \cdots$ **do**
2. Sample $N_c$ candidates from the distribution $P_k$:
   $\zeta_1^{(k)}, \zeta_2^{(k)}, \cdots, \zeta_N^{(k)}$
3. **for** $j = 1, \cdots, N_c$ **do**
4. For each agent, adopt the policy $\pi_j^{(k)}$ parametrized by $\zeta_j^{(k)}$ to control its corresponding subsystem over the horizon $T$
5. Observe cost $C(\zeta_j^{(k)})$ provided by sampling from the objective function of (4)
6. **end for**
7. Sort the $N_c$ candidates on the basis of costs obtained. Let $\zeta_1^*$ and $\zeta_2^*$ be the best parameters.
8. Calculate $A_j^{(k)} = \text{mean}(\zeta_1^*, \zeta_2^*)$
9. Compute the guidance for each of the candidate by:
   $$G(\zeta_j^{(k)}) = \zeta_j^{(k)} + \rho(A_j^{(k)} - \zeta_j^{(k)})$$
   (6)
10. Compute the new probability distribution $P_{k+1}$ for the next:
    $$P_{k+1}(d\zeta) = \sum_{j=1}^{N_c} A_j^{(k)} T(\zeta_j^{(k)}, d\zeta)$$
    (7)
    where:
    $$r_j^{(k)} = \frac{\exp[-C_t(\zeta_j^{(k)})]}{\sum_{j=1}^{N_c} \exp[-C_t(\zeta_j^{(k)})]}$$
    (8)
    $$T(\zeta_j^{(k)}, d\zeta) = \mathcal{N}(G(\zeta_j^{(k)}), \sigma^2)\mu(d\zeta)$$
    (9)
    and $\mu$ is a fixed probability measure on $(Z,B)$
11. Increment $k \rightarrow k+1$
true objective function $f_{true}$ is continuous in the set $B(\zeta^*, \epsilon)$.

We note that Assumption 5 is a much more relaxed condition than requiring differentiability (Agrawal et al., 2020). The following theorem shows the convergence rate of generated distributions $P_k(d\zeta)$ to a stationary distribution $S_{N_c}$.

**Theorem 3.1.** Under the assumptions listed above:

1. For any number of candidates $N_c$, the random elements $a_k = (\zeta_1^{(k)}, \cdots, \zeta_{N_c}^{(k)})$ form a homogeneous Markov chain with a stationary distribution $S_{N_c}(d\zeta_1, \cdots, d\zeta_{N_c})$.

2. $P_k(d\zeta)$ converges to $S_{N_c}$ with a geometric rate that depends on $N_c$, guidance factor $\rho$, and variance $\sigma^2$ as follows:

$$\sup_{B \in B_N} |P_k(B) - S_{N_c}(B)| \leq (1 - c_2)^{k-1} \quad (11)$$

where $c_2 = \left\lceil \frac{N_c \rho^2 - 2\rho^2}{\epsilon^2} \right\rceil N_c$ with $m_f$ denote the maximum value of $f_{true}$ within a compact set of parameters, and $c_1 = \inf \mathbb{E}[C_t(\zeta)]$, and given $0 < c_2 < 1$

Detailed proof of Theorem 3.1 can be found in the supplementary material.

**Deciding the value of the guidance factor:** For the result of Theorem 3.1 to be valid, we need to have $0 < c_2 < 1$. The introduction of the guidance factor $\rho$ can ensure that $c_2$ always stays between 0 and 1. Moreover, a good choice of $\rho$ can make $c_2$ closer to 1, which, by our analysis, may lead to a faster convergence of $P_k(d\zeta)$ to the stationary distribution $S_{N_c}$.

To keep $0 < c_2 < 1$, we need limit the following ratio:

$$\frac{N_c \rho^2 - 2\rho^2}{\epsilon^2} \leq c_1 + (N_c - 1)\exp[m_f + d\sigma^2/2\pi] \in (0, 1) \quad (12)$$

We propose that to have a fast convergence rate, a reasonable value for $k_1$ should be between 0.6 and 1. This implies:

$$0.6 < \frac{\rho^2}{\sigma^2/2\pi} k_1 < 1, \quad (13)$$

where

$$k_1 = \frac{N_c c_1}{c_1 + (N - 1)\exp[m_f + d]\sigma^2/2\pi}. \quad (14)$$
Based on (13), a reasonable range for the guidance factor can be:

\[
\frac{\alpha}{\sqrt{2}} \sqrt{\ln(k_1)} - \ln(\sigma \sqrt{2\pi}) < \rho < \frac{\alpha}{\sqrt{2}} \sqrt{\ln(k_1)} - \ln(0.6\sigma \sqrt{2\pi})
\] (15)

While the exact determination of the relevant parameters may be difficult in some situations, the above inequality provides some quantitative relation of a proper value for the guidance factor with respect to the noise variance and other properties of the problem.

4 Experiments

We consider two applications to validate the proposed ZO-iRL algorithm. Source code can be found in the supplementary material, and will be made available to the public upon publication.

4.1 Profit maximization for a network of supply chains

Problem Definition: As presented in [Agrawal et al., 2020], the goal is to find a set of policies for a network of supply chains that maximizes profit. We note that the problem setting is simpler than the present study, because 1) the dynamics and future states are assumed to be known, and 2) only a one-time decision is required, obviating the need of a lookahead model.

A network of supply chains contains \( n \) interconnected warehouses, \( m \) links over which goods can flow, \( k \) links that connect suppliers to warehouses, \( c \) links that connect warehouses to customers, with the rest of the \( m - k - c \) links represent the internode connections.

Let \( h_t \in \mathbb{R}^n_+ \) denote the amount of goods held at each node at time \( t \), \( p_t \in \mathbb{R}^k_+ \) denotes the price at which the warehouses can buy from suppliers at time \( t \), \( r \in \mathbb{R}^n_+ \) characterize the fixed process for sale to consumers, \( d_t \in \mathbb{R}^n_+ \) be the uncertain consumer demand at time \( t \). The decision variables include: 1) \( b_t \in \mathbb{R}^k_+ \) (the quantity to buy from suppliers); 2) \( s_t \in \mathbb{R}^n_+ \) (the quantity to be sold to the customers); and 3) \( z_t \in \mathbb{R}^n_+ \) (the quantity to be shipped across internode links). The holding costs for goods is given by \( \alpha^T h_t + \beta^T h_t^2 \), where \( \alpha, \beta \in \mathbb{R}^n_+ \).

The true cost to minimize can be accessed directly without additional noise, and is given by:

\[
\frac{1}{T} \sum_{t=0}^{T-1} p_t^T b_t - r^T s_t + r^T z_t + \alpha^T h_t + \beta^T (h_t^T h_t) \tag{16}
\]

The overall strategy is to formulate an implicit convex optimization problem, parametrized by parameters \( \zeta = (P, q) \), where \( P \in \mathbb{R}^{n \times n} \) and \( q \in \mathbb{R}^n \). Here \( P \) and \( q \) are meant to capture the effect of randomness from \( \alpha \) and \( \beta \) that appear inside the original cost function. The RL agent is tasked learn the best parameters resulting in the maximum profit. More details on the problem setup can be found in the supplementary material. In the following, we consider a setup with \( n = 4 \) nodes, \( m = 8 \) links, \( k = 2 \) supply links, and \( c = 2 \) customer links.

Noiseless cost evaluation: We use the same cost function as given in [Agrawal et al., 2020] with constant \( \alpha \) and \( \beta \). We run ZO-iRL for 100 iterations with a guidance factor \( \rho = 0.1 \), and repeat the experiment 10 times. Results show that our algorithm achieves on average 100% improvement over the baseline cost, significantly better than the 24% improvement achieved by (Agrawal) (see Fig. 3 for the fast convergence).

The effect of the guidance factor is examined in Fig. 4. The relation is clear: a higher guidance factor leads to faster convergence to an optimal solution when no noise is present in the cost function evaluation.

Noisy cost evaluations: We introduced noise in the
cost function evaluation by introducing randomness in the parameters $\alpha$ and $\beta$ to make the setup closer to the real world scenarios. We ran our method again for 100 iterations with a guidance factor $\rho = 0.5$. This setup was run 10 times and our method not only improved the baseline cost from 0.83 to an average of $-2.455$ but also exhibits unstable behaviors in the presence of noise.

The effect of guidance is shown in Fig. 6. In this case, there is no simple relation between the guidance factor and convergence rate, consistent with our theoretical analysis. Indeed, as shown in (15), the best range of rho depends on a host of variables. It appears that a reliable choice of the guidance factor should be between 0.5 and 0.7.

4.2 CityLearn Challenge

Problem definition: The CityLearn Challenge is an annual competition aimed to inspire RL solutions to address grand challenges for the control of power grids (Vazquez-Canteli et al., 2020a). This competition is motivated by the pressing needs for climate change mitigation and adaptation by enhancing energy flexibility and resilience in the face of climate-induced demand surge (as already observed in places like California, where rolling blackouts are increasingly frequent during the Summer) and natural adversity (such as the disastrous winter storm in Texas and extreme heat waves in India and Iran this year). It provides a set of benchmarks for evaluating AI-based methods in coordinating distributed energy resources for intelligent energy management.

The competition has an online setup with only one episode of the entire 4 years, when agents will exploit the best policies to optimize the coordination strategy. Notably, CityLearn encompasses all the challenges discussed in the Introduction section, including 1) the ability to learn on live systems from limited samples—there is no training period; 2) learning and acting in high-dimensional state and action spaces—the RL agents need to coordinate 9 individual buildings; 3) dealing with system constraints that should never or rarely be violated—there are strict balancing equations for electricity, heating, and cooling energy; 4) interacting with systems that are partially observable—it is a distributed control setup; 5) learning from multiple objectives—the evaluation metrics include ramping cost, peak demands, 1-load factor, carbon emissions; 6) the ability to provide actions quickly—there is a strict time limit for completing the 4 year evaluation on Google’s Colab; and 7) providing system operators with explainable policies—a necessity to facilitate real-world adoption and deployment. For more information on the simulation setup, we refer to (Vazquez-Canteli et al., 2020a).

To model the implicit convex optimization layer, we first construct a surrogate convex cost function to promote desirable behaviors such as load flattening and smoothing. As a proxy for the competition evaluation metrics, the surrogate cost function at time $t$ is given by:

$$C_{t,i} = |E_{t}^{\text{grid}} - E_{t-1}^{\text{grid}}| + p_{t}^{\text{ele}}E_{t}^{\text{grid}} + \sum_{t' = t+1}^{T} \left( |E_{t'}^{\text{grid}} - E_{t'-1}^{\text{grid}}| + p_{t'}^{\text{ele}}E_{t'}^{\text{grid}} \right)$$

(17)

where $E_{t}^{\text{grid}}$ is the electricity demand for a building at time $t$. The RL agents aim is to learn the parameter $p_{\text{ele}} \in \mathbb{R}^{24}$ (separately for each of the 9 buildings) that represents the virtual electricity cost. The constraints of the optimization model include energy balance equations and technological constraints, and can be found in the supplementary material. We model
Table 1: Scores for ZO-iRL and comparison methods, including SAC (Kathirgamanathan et al., 2020) and MARLISA (Vazquez-Canteli et al., 2020b). The random agent basically uniformly selects an action within the range at each timestep.

Table 1 shows the scores of our ZO-iRL agent compared to existing baseline. Note that MARLISA is tailor-designed for the competition Vazquez-Canteli et al. (2020b). All agents are validated on data from 5 different climate zones. It can be observed that ZO-iRL has achieved the lowest cost ratios (i.e. the best scores) as compared to baseline methods. In particular, baseline RL methods struggle to learn a reasonable policy within the limited 4-year test period, while ZO-iRL is able to quickly find a good policy within the first few months (see Fig. 7). Furthermore, the learning progress can be intuitively explained by inspecting the evolution of parameter $p_{ele}$ as shown in Fig. 8. In this particular case, the building tends to overcharge its storage in the early morning, which results in unexpected electricity peaks that is undesirable; by increasing the virtual prices during that period, the agent is able to find a better strategy that smooths the peaks, thus resulting in better performance. More details can be found in the supplementary material.

Figure 7: Learning curve of ZO-iRL, where RBC takes a baseline cost of constant 1.

Figure 8: Evolution of the implicit parameters $p_{ele}$ over the test period, where the values are color-coded.

5 Conclusion and future directions

The present work introduces a novel implicit RL framework for model-free decision making in DCSs. By leveraging the synergistic strength of convex optimization and RL, the proposed method is able to simultaneously address a range of challenges for real-world RL. Our work opens up exciting research directions for future works, including the extension of the implicit RL framework to other derivative-free methods such as Bayesian optimization or first-order methods such as actor-critic RL.
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Supplementary Material

1 Convergence analysis

We prove a more general version of Theorem 3.1 in the main text that allows the random noises added to each dimension of the variables to have different standard deviations and inter-parameter correlations. To this end, we consider a transition function $T(\zeta^{(k)}, d\zeta) = \mathcal{N}(G(\zeta^{(k)}), \sigma^2)\mu(d\zeta)$ with a non-singular covariance matrix $\Sigma \in \mathbb{R}^{l \times l}$ (equation (9) in Algorithm 1). The theorem is stated as follows.

**Theorem 3.1b.** Under the assumptions listed in the main text (Section 3.4):

1. For any number of candidates $N_c$, the random elements $a_k = (\zeta^{(k)}_1, \cdots, \zeta^{(k)}_{N_c})$ form a homogeneous Markov chain with a stationary distribution $S_{N_c}(d\zeta_1, \cdots, d\zeta_{N_c})$ with $\zeta_i \in \mathbb{R}^l$.

2. $P_k(d\zeta)$ converges to $S_{N_c}$ with a geometric rate that depends on $N_c$, guidance factor $\rho$, and covariance matrix $\Sigma \in \mathbb{R}^{l \times l}$ as follows:

$$
\sup_{B \in B_N} |P_k(B) - S_{N_c}(B)| \leq (1 - c_2)^{k-1}
$$

where $c_2 = \left[ \frac{N_c e_{1} e^{-\frac{2d^2}{\|\Sigma\|^2}}}{c_1 + (N_c - 1) \exp[m_f d] \sqrt{(2\pi)^l \det(\Sigma)}} \right]^{N_c}$ with $m_f$ denote the maximum value of $f_{\text{true}}$ within a compact set of parameters, and $c_1 = \inf \mathbb{E}[C_i(\zeta)]$, and given $0 < c_2 < 1$.

**Proof.** We will first prove that sampling $N_c$ candidate parameters using the ZO-IRL algorithm (see Algorithm 1 in the text) can be considered as sampling from a homogeneous Markov chain in the space $Z^n$. Denote the samples from $Z^n$ at iteration $k$ by

$$
a_k := (\zeta^{(k)}_1, \cdots, \zeta^{(k)}_{N_c}).
$$

The initial distribution of the Markov chain is given by

$$
R_1(da) = P_1(d\zeta_1) \cdots P_1(d\zeta_{N_c}).
$$

The transition probability of the Markov chain for the sampling process is given by

$$
Q(a_{k-1}, da_k) = \int_{-d}^{d} \cdots \int_{-d}^{d} F(\zeta^{(k-1)}_1, dw_1) \cdots F(\zeta^{(k-1)}_{N_c}, dw_{N_c}) \prod_{j=1}^{N_c} \sum_{i=1}^{N_c} \exp[f_{\text{true}}(\zeta^{(k-1)}_i) + w_i] \sum_{i=1}^{N_c} \exp[f_{\text{true}}(\zeta^{(k-1)}_i) + w_i] T(\zeta^{(k-1)}_i, d\zeta_i),
$$

where $F(\zeta, dw)$ is the zero-mean distribution for random variable $w_k(\zeta)$ that is concentrated within a finite interval $[-d, d]$. Since the transition probability $T(\zeta^{(k-1)}_i, d\zeta_i)$ is Markovian (by design), the derived transition probability $Q(a_{k-1}, a_k)$ is Markovian. In particular, we can choose the Gaussian distribution:

$$
T(\zeta^{(k-1)}_i, d\zeta_i) = \exp \left[ -\frac{1}{2} \left( (\zeta^{(k)}_i - G(\zeta^{(k-1)}_i)) \Sigma^{-1}(\zeta^{(k)}_i - G(\zeta^{(k-1)}_i)) \right) \right] \sqrt{(2\pi)^l \det(\Sigma)}
$$
Now we will show that the distributions \( R_k(da) \) recursively defined by

\[
R_{k+1}(da_{k+1}) = \int_{Z^n} R_k(da_k) \prod_{i=1}^{N_c} T(\zeta_i^{(k)}, da_i) \tag{6}
\]

will converge to a stationary distribution as \( k \to \infty \).

In our setting, we can only observe noisy cost samples (instead of the true cost values). It follows from (Loeve, 1963, Sec. 29.4) that the random variable for any \( m \) defined as

\[
\alpha_m := \frac{\sum_{i=1}^{m} C_t(\zeta_i)}{m} \tag{7}
\]

will converge for \( m \to \infty \) to a random variable \( \alpha \) that is independent of \( \alpha_m \) and \( C_t(\zeta_i) \), such that

\[
\mathbb{E}[\alpha] = \mathbb{E}[C_t(\zeta_i)]. \tag{8}
\]

Now, we proceed to lower bound the transition probability:

\[
Q(a_{k-1}, da_k) \geq \prod_{j=1}^{N_c} \sum_{i=1}^{N_c} \frac{c_1 e^{(N_c - 1)\max(f_{\text{true}}) + d}}{c_1 + (N_c - 1)\max(f_{\text{true}}) + d} T(\zeta_i^{(k-1)}, da_i) \leq \prod_{j=1}^{N_c} \sum_{i=1}^{N_c} \frac{N_c e^{(N_c - 1)\max(f_{\text{true}}) + d}}{c_1 + (N_c - 1)\max(f_{\text{true}}) + d} e^{-2\rho^2/\|\Sigma\|^2} = c_2 \tilde{\mu}(da_k)
\]

where \( \|\Sigma\| \) is the spectral norm of \( \Sigma \), \( c_1 = \inf \mathbb{E}[C_t(\zeta_i)] \), \( \tilde{\mu}(da_k) = \mu(d\zeta_1^{(k)} \cdots d\zeta_{N_c}^{(k)}) \) is the correspondingly defined probability measure on \( (Z^n, B_{N_c}) \), \( m_f \) denotes the maximum value of \( f_{\text{true}} \) within a compact set of parameters and

\[
c_2 = \left[ \frac{N_c e^{(N_c - 1)\max(f_{\text{true}}) + d}}{c_1 + (N_c - 1)\max(f_{\text{true}}) + d} \right]^{N_c}. \tag{9}
\]

By the results in (Kendall, 1966, Section V.3), we have the following result for the transition probability of the sampled Markov chain:

\[
\Delta_0 = \sup_{a_{k-1}, a_k \in Z^n} \sup_{B \in B_{N_c}} [Q(a_{k-1}, B) - Q(a_k, B)] \leq 1 - c_2. \tag{10}
\]

Using the exponential convergence criterion (Loeve, 1963), we can conclude that the distributions \( R_k(da_k) \) will converge to a stationary distribution \( S_{N_c}(da_k) \) as \( k \to \infty \), where \( S_{N_c} \) is defined as the unique positive solution of the following equation:

\[
S_{N_c}(da_{k-1}) = \int_{Z^n} S_{N_c}(da_k) Q(a_{k-1}, da_k) \tag{11}
\]

Moreover, by (Loeve, 1963) we have the following inequalities:
\[
\sup_{B \in \mathcal{B}_{N_c}} |P_k(B) - S_{N_c}(B)| \leq \Delta_0^{k-1} \leq (1 - c_2)^{k-1}. \quad (12)
\]

Thus, the proof is completed. Note that if we specify the covariance matrix to be a diagonal matrix with identical diagonal entries, then the result is reduced to Theorem 3.1 in the text.

Remarks on theoretical contributions: The proposed algorithm bears resemblance with some existing zeroth-order methods, such as cross entropy method (CEM) and evolutionary algorithms (EA); however, most convergence results for these algorithms only show asymptotic convergence to an optimal solution with high probability. In particular, to the best of the authors’ knowledge, the non-asymptotic convergence rate has not been derived for CEM. By contrast, in the present work, we prove that the algorithm yields a convergent sequence with the property that the probability distributions \( P_k \) will converge to a stationary distribution \( S_{N_c} \) at a geometric rate.

Some of the recent works have explored the average rate of convergence for EA (Chen and He, 2021). However, their theoretical analysis is based on a martingale-type argument, which only applies to the case where there is no noise in the cost function evaluations. Applicable to a more general setting, our result is able to deal with the noise in cost function evaluation. Moreover, our convergence result is able to account for the guidance factor.

2 Additional details for experiments

2.1 Profit maximization for a network of supply chains

Denote \( h_t \in \mathbb{R}_+^n \) as the amount of goods held at each node at time \( t \), \( p_t \in \mathbb{R}_+^k \) as the price at which the warehouses can buy from suppliers at time \( t \), \( r \in \mathbb{R}_+^c \) as the fixed process for sales to consumers, \( d_t \in \mathbb{R}_+^c \) as the uncertain consumer demand at time \( t \). The decision variables include: 1) \( b_t \in \mathbb{R}_+^k \) (the quantity to buy from suppliers); 2) \( s_t \in \mathbb{R}_+^c \) (the quantity to be sold to the customers); and 3) \( z_t \in \mathbb{R}_+^{m-k-c} \) (the quantity to be shipped across internode links). The holding costs for goods is given by \( \alpha^T h_t + \beta^T \| h_t \|^2 \), where \( \alpha, \beta \in \mathbb{R}_+^n \).

The system dynamics are assumed to be known and given by

\[
h_{t+1} = h_t + (A^{\text{in}} - A^{\text{out}}) a_t, \quad (13)
\]

where \( A^{\text{in}} \in \mathbb{R}^{n \times m} \) and \( A^{\text{out}} \in \mathbb{R}^{n \times m} \) are known matrices, and \( a_t \) is a concatenation of vector-valued decision variables including \( b_t, s_t, \) and \( z_t \).

The following constraints are imposed as part of the supply chain management:

\[
\begin{align*}
0 & \leq h_t \leq h_{\text{max}} \quad (14a) \\
0 & \leq b_t \leq b_{\text{max}} \quad (14b) \\
0 & \leq s_t \leq s_{\text{max}} \quad (14c) \\
0 & \leq z_t \leq z_{\text{max}} \quad (14d) \\
A^{\text{out}} u_t & \leq h_t \quad (14e) \\
s_t & \leq d_t \quad (14f)
\end{align*}
\]

The uncertainty in future demand and supplier prices are modeled using the log-normal distribution:

\[
\log w_t := (\log p_{t+1}, \log d_{t+1}) \sim \mathcal{N}(\mu, \Sigma). \quad (15)
\]

The true cost to minimize is given by

\[
\frac{1}{T} \sum_{t=0}^{T-1} p_t^T b_t - r^T s_t + \tau^T z_t + \alpha^T h_t + \beta^T \| h_t \|^2. \quad (16)
\]
The implicit convex optimization layer is parametrized by $\zeta = (P, q)$ for some $P \in \mathbb{R}^{n \times n}$ and $q \in \mathbb{R}^n$:

$$\min_{a_t = (b_t, s_t, z_t)} \quad p_t^T b_t - r^T s_t + r^T z_t - ||P h_t||_2^2 - q^T h_t$$

s.t. $h_{t+1} = h_t + (A_{\text{in}} - A_{\text{out}}) a_t$

$$0 \leq h_t \leq h_{\text{max}}$$

$$0 \leq b_t \leq b_{\text{max}}$$

$$0 \leq s_t \leq s_{\text{max}}$$

$$0 \leq z_t \leq z_{\text{max}}$$

(17)

**Experimental setup:** Following (Agrawal et al., 2020), the initial values $h_t$ for the network are sampled from a uniform distribution between 0 and $h_{\text{max}}$, where $h_{\text{max}}$ is set to be 3. The maximum for each decision variable is set to be 2. The mean and covariance for the customer demands and the supplier prices are given by

$$\mu = (0, 0.1, 0, 0.4), \quad \Sigma = 0.04I$$

(18)

In the *noiseless cost evaluation* setup, we treat the storage cost parameters $\alpha$ and $\beta$ as known constants with values of 0.01. In the *noisy cost evaluation* setup, we consider the storage cost parameters $\alpha$ and $\beta$ as random variables, with values sampled from a standard normal distribution $\mathcal{N}(0, 1)$.

### 2.2 CityLearn challenge

We refer the reader to (Vazquez-Canteli et al., 2020a) and the corresponding online documentation\(^1\) for the detailed setup of the competition. We will only focus on our strategy in this document. To build a lookahead model for the implicit convex optimization layer, we learn a set of predictors for solar generation and electricity/thermal demands. Prediction is done on a rolling-horizon basis for the next 24 hours using the past 2 weeks data. Denote the hour index by $r \in \{1, 2, \cdots, T\}$, where $T = 24$. Suppose that we are at the beginning of hour $r$. Then we need to plan for the action for the upcoming hour $r$ (note that we need to plan for future hours in the process).

The decision variables for the implicit convex optimization layer at hour $r$ include:

1. Net electricity grid import: $E_{\text{grid}}^t$ for $T \geq t \geq r$
2. Electricity grid sell: $E_{\text{sell}}^t$ for $T \geq t \geq r$
3. Heat pump electricity usage: $E_{\text{hpC}}^t$ for $T \geq t \geq r$
4. Electric heater electricity usage: $E_{\text{ehH}}^t$ for $T \geq t \geq r$
5. Electric battery state of charge: $\text{SOC}_{\text{bat}}^t$ for $T \geq t \geq r$
6. Electrical storage action: $a_{\text{bat}}^t$ for $T \geq t \geq r$
7. Heat storage state of charge: $\text{SOC}_{\text{H}}^t$ for $T \geq t \geq r$
8. Heat storage action: $a_{\text{Hsto}}^t$ for $T \geq t \geq r$
9. Cooling storage state of charge: $\text{SOC}_{\text{C}}^t$ for $T \geq t \geq r$
10. Cooling storage action: $a_{\text{Csto}}^t$ for $T \geq t \geq r$

The learnable parameter for the implicit convex optimization layer corresponds to the virtual electricity price $p_{\text{ele}}^t$ for $1 \leq t \leq T$. Technology parameters are as follows (we also specify their initializations):

**Heat pump technology parameters:**

\(^1\)link: https://sites.google.com/view/citylearnchallenge (Accessed: Oct 21, 2021)
1. Technical efficiency $\eta_{tech}^{hp} = 0.22$

2. Target cooling temperature $t_{C}^{hp} = 8$

3. Hourly COP of heat pump $COP_{t}^{C} = \frac{hp_{tech}^{hp}}{temp_{t} - t_{C}^{hp}}$, where $temp_{t}$ is the outside temperature for hour $t$ for $1 \leq t \leq T$

4. Heat pump capacity $E_{max}^{hpC}$, estimated from data following a simple statistical procedure

*Electric heater parameters:*

1. Efficiency $\eta_{ehH} = 0.9$

2. Capacity $E_{max}^{ehH}$, estimated based on a simple statistical procedure

*Electric battery:*

1. Rate of decay $C_{f}^{bat} = 0.00001$

2. Capacity $C_{p}^{bat}$, estimated based on a simple statistical procedure

3. Efficiency $\eta_{bat}^{t} = 1$

*Heat storage:*

1. Rate of decay $C_{f}^{Hsto} = 0.0008$

2. Capacity $C_{p}^{Hsto}$, estimated based on a simple statistical procedure

3. Efficiency $\eta_{Hsto}^{t} = 1$

*Cooling storage:*

1. Rate of decay $C_{f}^{Csto} = 0.006$

2. Capacity $C_{p}^{Csto}$, estimated based on a simple statistical procedure

3. Efficiency $\eta_{Csto}^{t} = 1$

The surrogate objective function is given by:

$$C_{t}(\{E_{t'}^{\text{grid}}\}_{t' \geq t}) = |E_{t}^{\text{grid}} - E_{t-1}^{\text{grid}}| + p_{t}^{ele}E_{t}^{\text{grid}} + \sum_{t'=t+1}^{T} \left(|E_{t'}^{\text{grid}} - E_{t'-1}^{\text{grid}}| + p_{t'}^{ele}E_{t'}^{\text{grid}}\right)$$

(19)

The constraints include both energy balance constraints and technology constraints.

*Energy balance constraints:*

- Electricity balance for each hour $t \geq r$:
  $$E_{t}^{PV} + E_{t}^{\text{grid}} = E_{t}^{NS} + E_{t}^{hpC} + E_{t}^{ehH} + a_{t}^{bat}C_{p}^{bat} + E_{t}^{sell}$$

- Heat balance for each hour $t \geq r$:
  $$E_{t}^{ehH} = a_{t}^{Hsto}C_{p}^{Hsto} + H_{t}^{bd}$$

- Cooling balance for each hour $t \geq r$:
  $$E_{t}^{hpC}COP_{t}^{C} = a_{t}^{Csto}C_{p}^{Csto} + C_{t}^{bd}$$
Heat pump constraints:

- Maximum cooling for each hour $t \geq r$:
  \[ E_{t}^{hpC} \leq E_{\text{max}}^{hpC} \]
- Minimum cooling for each hour $t \geq r$:
  \[ E_{t}^{hpC} \geq 0 \]

Electric heater constraints:

- Maximum limit for each hour $t \geq r$:
  \[ E_{t}^{ehH} \leq E_{\text{max}}^{ehH} \]
- Minimum limit for each hour $t \geq r$:
  \[ E_{t}^{ehH} \geq 0 \]

Electric battery constraints:

- Initial SOC:
  \[ SOC_{r}^{\text{bat}} = (1 - C_{f}^{\text{bat}}) SOC_{r-1}^{\text{bat}} + a_{r}^{\text{bat}} \eta^{\text{bat}} \]
- SOC updates for each hour $t \geq r$:
  \[ SOC_{t}^{\text{bat}} = (1 - C_{f}^{\text{bat}}) SOC_{t-1}^{\text{bat}} + a_{t}^{\text{bat}} \eta^{\text{bat}} \]
- SOC terminal condition (note that we set $c_{\text{end}}^{\text{bat}} = 0.1$):
  \[ SOC_{T}^{\text{bat}} = c_{\text{end}}^{\text{bat}} \]
- Action limits for each hour $t \geq r$:
  \[ a_{\text{lb}}^{\text{bat}} \leq a_{t}^{\text{bat}} \leq a_{\text{ub}}^{\text{bat}} \]
- Bounds of battery SOC or each hour $t \geq r$:
  \[ 1 \geq SOC_{t}^{\text{bat}} \geq 0 \]

Heat Storage constraints:

- Initial SOC:
  \[ SOC_{r}^{H} = (1 - C_{f}^{Hsto}) SOC_{r-1}^{H} + a_{r}^{Hsto} \eta^{Hsto} \]
- SOC updates for each hour $t \geq r$:
  \[ SOC_{t}^{H} = (1 - C_{f}^{Hsto}) SOC_{t-1}^{H} + a_{t}^{Hsto} \eta^{Hsto} \]
- Action limits or each hour $t \geq r$:
  \[ a_{\text{lb}}^{Hsto} \leq a_{t}^{Hsto} \leq a_{\text{ub}}^{Hsto} \]
- Bounds of battery SOC or each hour $t \geq r$:
  \[ 1 \geq SOC_{t}^{H} \geq 0 \]

Cooling Storage constraints:

- Initial SOC:
  \[ SOC_{r}^{C} = (1 - C_{f}^{Csto}) SOC_{r-1}^{C} + a_{r}^{Csto} \eta^{Csto} \]
- SOC updates for each hour $t \geq r$:
  \[ SOC_{t}^{C} = (1 - C_{f}^{Csto}) SOC_{t-1}^{C} + a_{t}^{Csto} \eta^{Csto} \]
- Action limits or each hour $t \geq r$:
  \[ a_{\text{lb}}^{Csto} \leq a_{t}^{Csto} \leq a_{\text{ub}}^{Csto} \]
- Bounds of battery SOC or each hour $t \geq r$:
  \[ 1 \geq SOC_{t}^{C} \geq 0 \]

The above optimization can be formulated as a linear program and solved efficiently. For more implementation details, please refer to our code (submitted as supplementary materials).
3  Additional experimental results

3.1  Profit maximization for a network of supply chains

Here we provide the topological diagram for the flow of goods over a network of supply chains. These results are for the same experimental setup as in the main text. Figure 1 shows the flow of goods over the network for the untrained and trained policy for a cost function without noise. Similarly, Figure 2 shows the flow of goods over the network for trained and untrained policies. The colors denote the values of normalized $h_t$ across the internode links.

![Figure 1: Topology of the supply chain considered in the main text. Left figure shows the initial untuned policy when no noise is considered in the cost function. Right figure shows the tuned policy after 100 iterations. The colors denote the normalized $h_t$ across the internode links.](image1)

![Figure 2: Topology of the supply chain considered in the main text. Left figure shows the initial untuned policy when noise is considered in the cost function. Right figure shows the tuned policy after 100 iterations. The colors denote the normalized $h_t$ across the internode links.](image2)

3.2  CityLearn challenge

Here we provide the performance comparison ZO-iRL with different agents for 5 different climate zones. The best performance was observed in the reducing the ramping costs as shown in Figure 3.
3.3 Linear Quadratic Regulator (LQR)

As presented in (Agrawal et al., 2020), we consider a classical control LQR problem, where the cost function and dynamics are assumed to be known. The dynamics are given by:

\[ f(x, u, w) = Ax + Bu + w, \] 

where \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R} \). The true cost to minimize can be accessed directly without additional noise, and is given by:

\[ \frac{1}{T+1} \sum_{t=0}^{T} (x_t^T Q x_t + u_t^T R u_t), \] 

where \( Q \in \mathbb{R}^{nn}, R \in \mathbb{R}^{m \times m}, \) and \( w \) is assumed to be sampled from a normal distribution: \( w \sim \mathcal{N}(0, \Sigma) \).

The following implicit convex optimization layer is built parametrized by \( \zeta = P \) for \( P \in \mathbb{R}^{n \times n}:

\[ \min_u (u^T R u + \|\zeta(Ax + Bu)\|^2) \]
Experimental setup: $n = 4$ states, $m = 2$ inputs are considered with a time horizon $T = 100$. $A$ and $B$ are sampled from a standard normal distribution. The cost matrices $Q$ and $R$ are set to be the identity matrices. The noise covariance matrix $\Sigma = (0.25)I$ is considered. $\zeta$ is initialised with an identity matrix. We ran our algorithm and the COCP algorithm (Agrawal et al., 2020) for 100 iterations. We used a guidance factor $\rho = 0.8$ and $N_c = 14$ candidates.

Figure 4 shows the average cost during the learning phase for our method and the COCP versus the optimal LQR policy (i.e. for $T \to \infty$). Our algorithm was able to achieve a consistent cost with an upper and lower bound in 15 iterations, which is a little worse than the COCP method which converged in 10 iterations. This result could be attributed to the gradient-free random search which is usually less sample efficient than the gradient-based methods.
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